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Some considerations ¢
r-Gaussian random nanel ("")

Assrmact. — A class of consistent estimators of the parsmeter r of 4 ~Gmusian random
wvariable is given
Un risulato riguardantc le varishili aleatorie ~gaussisne

Russexto, — Si determina una classe di stimaron consissenti del parametro # relativo a vi-
riabili aleatorie rgaussiane.

1. - Demopocmosd

1n some reliability problems it is important to have sn ssymptorically linear fuilure
st funcion, More preil, s ol ety o bve ifecime distributions with a
continuous density function f so tha
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iy lim

where F is the associated distribution function and a is & positive real number. The
luss of the density functions which verify the conditian (1.1) s not parameterizuble.
Nevertheless, nueuvmd:ﬁul!mmmwmiysnfmwwn.mmm
such a way that each element of §Tias « de

wnm‘munznnmmp.muw&ml,s.sdeamdmmmum;mm
of the r.Gaussizn mdom varisble and somc consistency results are obtained for suita-
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bl cstimators of the aparamezer r, which characterizes the asymprotic behaviour of
the clement of 5.

2, - Nomamons.

Let X be a real random sarisble and let § be the survival function x1-» P{X > x}.
Given & real pumber r, X is said to have r-Gansstan behwvionr if there exist a pair a, b
of positive real numbers so thar

Sixfa)~bx Texpl-x/2),
namely

S{xta)
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In particulat, if & = 1, X is sxid 10 be » stondand r.Gaussian random variable. Note that
a cemtered Gaussian random variable nd a Weibull random variable with a shape
purumeter cqual 1o 2, 4r¢ a 1-Gavssian random varisble and a 0.Gaussian random
variable, with b = 1, respectively. Obviously the family of the centered Gaussian ran-
domn variables is srictly contained in the family of the | Gaussian random varizbles.
Morcover, the minimum of two independent randem variables — standard ry-Gaus-
slan and 1y Gaussian respectively — i u (r, + ry-Gaussian while the maximum is o
m...a..d Ay Gatusian random vrsbe.Fidly it st be nicd tha, in may
b s given or, in the case of some classic

Nﬂwlﬂskﬂwchuo(’umnlfumwlmd\mpm particul
;dumwmu More precisely, the survival functions of § are definitively such that,

some 4.0,

Ste) = x~"exp(—x?a? /21,

Teis casy to prove that each distribution funcrian of § has
derivative f which satisfies the condition (1.1) with @ = a?, Then, if the scale par.
ameter 4 is known, it is important to determine the paramctet» 7. in order to com-
pletely identify the asympiotic behaviour of 5. In other words, we proposc to sudy the
timators of  when standard rGaussian random variables are considered.

Far this purpose, et (X, )., be & sequence of real independent standard r-Gaus-
sian rundem variables and let

@n Yo=KV VX, ~VTTogn .

In the following section, We prove that the random variables V., suitably normalized,
are weakly but not strangly consistent estimatars of r. Moreover, if » = 0, we show thar
¥y % converges stably to'a Gumbel random variable.
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3. - Tom mamy ResurT

Suppose X, are independent and identically distibuted random varisbles. I£ X, i
& standard r-Gaussian random varisble, the following, resalt may be proved.

13.1) Treowes: The random variable
2V2ZTogn
log (log )
couverges in prodability 1o r and, alimost surely, it turns out that
32 r=2=lm o Wo,  e=lim sup W,,

w=-

where ¢ is & constant 30 that rS ¢S r+2.
Proor: Fixed a real number.x, let

We may obscrve

(EE) P{W. = x}=P[XV . VX <d.}
~explrlog(1 - P{X, 2 }))
~expl~nP{X; 2 d,})
~exp(—bd"e™?),

where v, denotes x log (log ) — x* (log* (log #)1/8 log . In other words, for

x#r,

b P, > x) = lim exp (= b2 ¢~V
It is clear that the previous lisit s 1 for x < r and 0 for > r, Thus W, converges in
distribution

1 r and consequently converges in probubiliy 10 7. Now it must be
proven thit W, docs not converge almest surely, The random variables lim iaf W,

lim sup W, sre messursble with cespect 10 the symmerri ¢feld and. hanks 10 the
Hewits-Savage Thearem, are degenerare. First, in order to prove the relation (3.2). i
must be observed that, for x>, the series

EPWes) wd T eploireem

& .

have the same behaviour. Since the second series converges fur x > 7 + 2, the rindom
wariable lim sup W, is almost surely 1 constant less than or equal to 7+ 2 Moreover,
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owing o Fatou's Lemma, lim sup 17 is aloost surely greater thun or equal 1o 7. Final
Iy, it muse still be proven tht
liminf W=7 —2 s

Note that
i iof W, < ) = {lim sup — W, > —)

Clim sup {X, V... VX, 24y} = lim sup (X, > 4.}
Siluly i sup X, 2 d,} € (lm,inf W, < x}. Thatks to e Borel-Cantell Lemma,
it suffices to show that the serles

I X4}

converges for x<r—2 and diverges for x>~ 2. This arises from the equiva-
lence

PlX, >4} =82 M log )"
The theosem is thus proved.

(3.4) Rosans: From the relation (3.3), which characterizes the asymprotic be-
hmwnft‘-'.?(w>=].uldluutbmw also converges in any Lspace w0 r.
Analogous results hold for non-standard r-Gatssian random varisbles by considering
XiV... VX, ~ a7 Tog n instead of Y,.

Maoreaver, if the random varisbies X, are independeat and their survival functions
are all definitively bounded below (resp. bounded sbove) by the same survival fune.
tion of 4 random variable having & standard ».Gaussian behaviout (resp. + Gaussian),
the sequence (¥, log*n) (resp. {Y."log”}). converges almost surely 1o 0, for any
a<1/2. In panticulat, these results are applicd when X, are sub-Gaussian tandom
variables. that is, if there exists u centered Gausian tandom varisble Z so thar, for
very real number ¢, E[e™]  E[e"*] holds. As a matter of fact, in this case, the sur-
vival function of X, is bounded above by the survival funcrion of & 0 Gaussian random
variable. For more detailed results and chacterizations of sub-Gaussian random
vl gos QU ] i Eiperd D

W, converges in probability to 0, namely r = 0, it may be interesting to eva-
|un:|||:mﬁm:mulurdzrofw and, more preciscly, to determine a suitable norma-
lization of 17, in such a way that the limit in distribution s not degenerate. For this
purpose the following result is proved.

(3.5) Tueorem: Sappose X, are independent and identically distributed random
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2 UI;#‘deOﬂwmnﬁ:ﬁw—Mﬂ then (Y, \/Z Tog n) converges
‘mbua Gunebel randem

.Mﬂompﬂﬂvb.ﬁrnymfmxmﬂ'wmwtwkmﬂ it Balds
B8 lim Pu(Y, VT Tog w < x) = exp( —be "),

wbere b is equal to hnx-rmpu‘fz).

Proor: It suffices to prove the relation (3.6) for every real number « and for every
cvent Hequals 1o ] {X,6 ;). where A, i » Borcla set of R. To tisend, fxed x.
et

=2 log )2+ VEToga .
Given H, from the 0-Gaussian behaviour of X,, it turns out that
Pu{¥,VZ Tog n s x} = By { Y, <2 logm) 7}
=Py VoV Ka<o}
is equivalent 1o
exp{(w = m) log (1~ be 7))
and consequently to exp(—be ™). The thearem is thus complee.
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