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Paul Lévy Type Inequalities
for Symmetric Random Variables

Summary. — We prove some inequalities for a jointly symmetric system of # random vari-
ables with values in a measurable group. These inequalities include, as a particular case, the
classical inequalities of Paul Lévy.

Diseguaglianze del tipo di Paul Lévy
per variabili aleatorie simmetriche

Sunto. — Si dimostrano alcune diseguaglianze per una #z-upla globalmente simmetrica di
variabili aleatorie a valori in un gruppo misurabile. Queste diseguaglianze contengono come ca-
so particolare le diseguaglianze classiche di Paul Lévy.

1. - THE CASE OF MEASURABLE GROUP

Let G be a measurable abelian group, that is an abelian group (for which we shall
use the additive notation) endowed with a o-field @ with respect to which the
operation (x, y) >y — x is measurable as a mapping from the measurable space

(Gx G, §® @) into the measurable space (G, §).

Let (X;); <<, be a finite sequence of random variables defined on a probability
space (2, @, P) and taking values in G. We shall say that (X)), <<, is jointly symmet-

(*) Indirizzo degli Autori: I. Crimaldi, Dipartimento di Matematica, via Buonarroti 2,
1-56127 Pisa; L. Pratelli, Gruppo Insegnamento Matematiche, Accademia Navale di Livorno,
Viale Italia 72, I-57100 Livorno.

(**) Memoria presentata il 3 Novembre 1998 da Giorgio Letta, uno dei XL.
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ric if, for each sequence (g,);<;<, of elements of {—1,1}, the two random
vectors

[Xj]lsjsm [8,'Xj]1s,‘5n

have the same distribution. (In particular, this condition holds when the random vari-
ables X; are independent and symmetric.)

A random variable T defined on the probability space (€2, @, P) and taking its
values in {1, ..., #, ®}, is called an optional time with respect to the natural filtra-
tion associated with (X)), <;<, if, for 1 <7< #, we have

(11) I{T=j}=IA].(X1, ...,X-),

7

where A, is a suitable measurable set. If, moreover, it is possible to take the sets A; such
that (for each ;)

(1.2) I{T=]} =IA}(X1, ceey X]) =IA/('—X1, ceey _Xj—l’ }(1),

then we shall say that the optional time T is symmetric.

We observe that, if X, Y are two random variables with values in G, then it is the
same also for X + Y.

Tueorem 1.1: Let (X)), <<, be a jointly symmetric finite sequence of random vari-
ables on a probability space (2, A, P) with values in G, and T be an optional time with
respect to the natural filtration associated with (X;)1<j<n

For 1 <j<un, let §;= X, + ... + X;. Further let Sy = > Iir—4S;. Finally let f be
=1
any positive (or bounded) measurable function defined on (G, Q) such that
(1.3) Ax) < flx+y) +flx—y)
for each pair x,y of elements in G. Then

ASp) dP<2 j £(S,) dP.

{T< o} {T<w}
Proor: For 1 <;<u, let
Zj=Sn_Sj=}(j+1+...+X”.

Then the two random vectors [I{r- 5, Si» Z;1, Uir=j3, S —Z;] have the same distri-

bution. (This follows from the hypothesis of joint symmetry of (X)), <,<, by the prop-



T

erty (1.1).) Therefore we have
[ #5)dP= [ fS+2)dP= [ f5-2) dP.
{T=7} {T=4} {T=j}
Let now Zp= 2, Iir-;4Z;. Adding the above equalities, we find
i=1
f8)dP= [ ASr+Zr)dP= [ fSr-Zp) dP.
{T<=} (T<=) {T<=}

Hence, using the property (1.3), we finally get

f(Sp) dP< j ASp+Zp) dP+ j ASp—Z7) dP=2 j £S,) dP.
{T< o} {T< w} {T< =} {T< =}

In the same way we can prove the following theorem:

THEOREM 1.2: Under the same hypotheses as that of the preceding theorem, let us
suppose that the optional time T is symmetric, and let Xr= 2, Lir—4 X;. Then
i=1

FA(X7) dP<2 j AS,) dP.

{T< =} {T< =}

Proor: For 1 <;<p, let

Y,=$5,-X= 2 X.

1<i<n, i#j

Then the two random vectors [I;7- 4, X;, Y,1, (-5, X;, — Y]] have the same distri-
bution. (This follows from the hypothesis of joint symmetry of (X,); <,<, by the prop-
erty (1.2).) Therefore we have

[ #s)dp= [ fX+Y)dP= [ fX,~Y)dP.
{T=7} {T=7} {T=7}
Let now Yr= 2 Ir_;; Y;. Adding the above equalities, we find
i=1
f8)dP= [ fXr+YrdP= [ fXp—Yy)dP.
{T<=} (T<=} (T<=)
Hence, using the property (1.3), we finally get

f(X;) dP < Jf(XT+YT)dP+ ff(XT—YT)dP=2 jf(s,,)dp.
{T< =) {T<w} {T<w} {T<w}
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2. - THE CASE OF A NORMED SPACE

Now we shall specialize the hypotheses of the previous section supposing, in addi-
tion, that there exists a positive real function x> |x|, measurable on (G, @), such
that

(2.1) | —x|=|x|, |x+9y|<|x|+|y], |x| < |x+y|V]x—9]

for each pair x, y of elements in G.

These particular hypotheses are clearly satisfied when G is the underlying additive
group of a separable normed space and § coincides with the Borel o-field of G.

RemARk 2.1: More generally, the hypotheses of the present section are satisfied
when G is the underlying additive group of a (not necessarily separable) normed space
for which there exists a countable set D of continuous linear forms generating the
o-field G and such that the norm of any element x of G coincides with sup;.p /(x). This
situation includes, for instance, the important case of the space /™.

Let us remark that the last of the properties (2.1) implies that every function f such
that f(x) = g(|x|), with g positive and increasing on R, has the property (1.3).

If X is a random variable taking its values in G, we shall denote by |X| the real
random variable w — | X(w) |.

Theorems (1.1), (1.2) imply the following corollary:

CoroLLarY 2.2: Let (X)), <<, be a jointly symmetric finite sequence of random
variables on a probability space (2, @, P) with values in G.
Let §;=X, + ...+ X;. Then, for each positive real number s, we bave:

2.2) P{sup; <<, |S;| > s} S2P{|S,|>s},
(2.3) P{sup; <j<, | X;| > s} <2P{|S,| >s}.

Proor: In order to prove inequality (2.2), it is sufficient to apply Theorem (1.1)
with
T(w) =inf {/: |S{(w)|>s} and f(x) =L, «(]x]).

In the same way, in order to prove inequality (2.3), it is sufficient to apply Theorem
(1.2) with

T(@) = inf{7: |X,(@)|>s} and () =], ar(]x]).

Inequalities (2.2), (2.3) are known as inequalities of Paul Lévy.
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Now we shall prove the following theorem:

TreoreM 2.3: Let (X)), <;<, be a finite sequence of independent symmetric random
variables on a probability space (2, @, P) with values in G, and let T be an optional
time with respect to the natural filtration associated with (X;)1<;<n-

For 1<j<un, let ;=X +...+X,. Further let Sy= ZI{T=/}.S}, ST=SUpyeo|Sr(w)|.
Then: iy

(@) For each positive increasing function g defined on [0, + o], we have
(2.4) [ 28D dP<2P{T< @} [glsr+|S,]) dP.
{T< cn}
(b) For each positive real number s, we bave

P{|S,|>s, T< o} <2P{T< o} P{|S,|>s—sr}.

Proor: Let Z;=5,—S;=X;;;+... + X, and g be a positive increasing function
defined on [0, + o]. Then

[ ais.pdP< [ gs|+1Z]) dP<
{T=7} {T=4}

< I g(;T+|Z]~|)dP=P{T=j}fg(sT+|Z,~|)dP-
{T=4}

(The final equality follows from the fact that Z; and I;7_ ; are independent.) Hence,
adding these relations, we get

25) [ 418, dP< S P{T=j} [asr+1Z ) dP.
{T<e) o

Let us now define the function f by setting f(x) = g(sr + | x|). Applying to this func-
tion Theorem (1.1) (in which we replace the sequence (X, ..., X,) by the sequence
(X,, ..., X;) and take for optional time the constant » —;), we find:

[atsr+12) dP<2 [glsr+1S, ) dP.

Introducing this inequality into (2.5), we get finally the relation (2.4) and thus state-
ment (q) is proved.

Statement () is a particular case of (z), obtained by taking for g the indicator func-
tion [j; o).
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Using the theorem just proved, we can easily deduce the following corollary:

CoroLLARY 2.4: Under the same bypotheses as that of the preceding theorem, let us
suppose also that there exists a constant ¢ such that |X;|<c for each j. Then we
have

(1 —2P{sup;<,<,|S;| > s} el(”‘))J’exp (1]S,]) dP<P{sup; <<, |S;| S s} e*
for each pair s, A of positive real numbers.

The proof follows on applying Theorem (2.3) with

T(w) = inf{;: |Sj(@)|>s} and glx)=e".

Remark 2.5: Let (X;);>; be an infinite sequence of independent symmetric ran-
dom variables on a probability space (£2, @, P) with values in G, such that |X;|<¢
for each ;.

Let S,=X; + ... + X, and let us suppose that (|S,|),>; converges almost surely
to a positive real random variable Z.

Then, following an argument similar to that of Ledoux-Talagrand in [3], we find,

as a consequence of corollary (2.4), that I exp (AZ) dP < o for some A > 0. Indeed, if
in corollary (2.4) we choose s such that P{sup,|S,|>s} <(4e)”!, and let 1=

= (s+¢)"!, we get, for each strictly positive integer #,
[expa]S,]) dP <26,
and hence, by Fatou’s Lemma, we obtain
Iexp (AZ) dP<2e™.

Further, from the above inequality, we can easily deduce that Z has finite moments
of any order.

Applying once more Theorem (2.3), we can also deduce the following result, due
to J. Hoffmann-Jgrgensen [1,2]:

TueoReM 2.6: Under the same bypotheses as that of the preceding theorem, we
bave

P{|S,|>2s+ ¢t} <4(P{|S,| > s} + P{sup; <;<, | X;| > ¢}

for each pair s, t of positive real numbers.
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Proor: Let us consider the two optional times U, V defined by:
Ulw)=inf{jeN:1<;<4, |§(w)]|>s},
Viw) =inf{jeN:1<;<n, |X(w)|>t}.
Then {V< o} = {sup,<;<, | X;| > ¢}. Moreover, the obvious inclusion
{18, >2s+t}c{U< >}
implies
P{|S,|>2s+¢t} <P{|S,|>2s++, U<V} +P{V< o}.
Therefore, it is enough to prove
(2.6) P{|S,|>25+1, U<V} <4(P{|S,| > s}

To this end, let us denote by T the optional time which coincides with U on {U < V}
and with + o on {U= V}. Let w be an element in {T < ©} and j = T(w) = U(w).
Then j < V(w) implies |X;(w)| <¢ and consequently we have

15(@) | < |Si(@) = X;() | + | X (@) | S5+

Hence, with the notations of Theorem (2.3), we have sy < s + ¢. Using this inequality
and applying statement () of Theorem (2.3), we get:

27)  P{|S,|>25+¢, U<V} =P{|S,| >2s+¢t, T< o} <
S2P{T< o} P{|S,|>2s+t—sr} S2P{T< o} P{|S,| >s}.
On the other hand, applying (2.2), we find
P{T< o} SP{U< o} = P{sup; <,<, |5;| > s} <2P{|S,| >s}.

Therefore, in order to prove (2.6), it is sufficient to insert the last inequality into (2.7).

3, - THE REAL CASE

Let us now consider the particular case in which G is the additive group (R, +) of
real numbers and G the Borel o-field of R. In this situation, the elementary inequality
%< (x +y)V (x —y), which holds for each pair x, y of real numbers, shows that any
positive increasing function f defined on R has the property (1.3). Therefore, if in
Theorem (1.1) we choose

T(w) =inf{;: S{(w) >s} and flx) =1 «(x),

we get the following corollary:
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CorovLLary 3.1: Let (X)), <j<, be a jointly symmetric finite sequence of real ran-
dom variables on a probability space (2, A, P).
Let §;=X,+ ... + X;. Then, for each real number s, we have

G.1) P{sup; <,;<,S;>s} <2P{S,>s}.
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